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“Standing on the Shoulders of Giants” is Becoming Harder
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I’'m conscious that lots of people would like to see and run the pandemic Develop “too's W|” enable experts to maintain’ reuse, and adapt

simulation code we are using to model control measures against COVID-

19. To explain the background - | wrote the code (thousands of lines of |arge collections of heterogeneous data knowledge and
undocumented C) 13+ years ago to model flu pandemics... d I " :
moaeils .
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Entity Annotation is a Basic Building Block

In order to reuse/extend a model, scientists must understand it.
Annotations in the code itself might be insufficient. _
But the knowledge exists in the original model description. The total population is partitigned into cight stages of dis- SIDARTHE mathmatia model. Th STDARTI daicl s oo

ease: S, Susceptible (uninfected), inf 11 mati T eight ordinary differential equations, describing the evolution of the population in

Task 1: Can we annotate code elements with their bauc:svmpromatic Infectedhyndefected); O diagnosed (asymp- s

tomatic infected, detected); A, ailing (symptomatic infected, 8(t) = ~S(e)(al(t) + AD(1) + 7A(1) + AR())

descriptions from text/equations? undetected); R, recognized (symptomatic infected, detected); T, O s oo pai v s

threatened (infected with life-threatening symptoms, detected);

H, healed (recovered); E, extinct (dead). The interactions among D) = el(t) — (n + £)D(O)

A(t) = Z1(t) = (8 + 1 + K)A(t)

R(t) = nD(t) + OA(t) — (v + E)R(t)
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T(t) = uA(t) + vR(t) — (o + 7)T(t)
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model comparison harder. P P P R e B P Py e 50 = 4940+ S0+ ER8) -+ T
Task 2: Can we map model terms to a single source, like a
Domain Knowledge Graph (DKG)?

1 # define SIDARTHE_model
2V def SIDARTHE_model(y, t, alpha, beta, gamma, delta, epsilon, mu, zeta, lamda, eta, rho, eta, kappa, nu, xi, sigma, tau
S, I, D, A, R, T, H, E=y

defy = -S*(alpha(t)*I + beta(t)*D + gamma(t)*A + delta(t)*R)
@ *(a a *I + beta *D + pamma *A + delta * - (epsilon + zeta + lamda *
dlt = epsilon(t)*I - (eta(t) + rho(t))*D

dAdt = zeta(t)*I - (theta(t) + mu(t) + kappa(t))*A
dRdt = eta(t)*D + theta(t)*A - (nu(t) + xi(t))*R

To evaluate a model, data must be provided for each variable. o L e o
The data schema might not match the variable definitions. B e B e

Task 3: Can we find the most appropriate data for each

variable?

return dsdt, dIdt, dDdt, dAdt, dRdt, dTdt, dHdt, dEdt

Large Language Models to the Rescue!

We have several variable names and descriptions as follows, each on a newline:
[DESC]

e ohan neve s Hst oF colum nanes 2z follows: Even though terminology for the same variable might differ
o he sataset cotume stated sbove, bt up <o S St natch the Tolloring varisste nane: *[TARCETI" sach one  nontine across sources, the terms used are usually semantically similar
Here is a text description of a model: enough for a human.
_ Models like GPT-3 are also able to pick up on this similarity!
After appropriate prompt engineering, we can use GPT-3 for the
three tasks above.

Represent this model as a Petri net and print the places on one line.
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ot apl , Our API can extract a graph description of a model from code.
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EEE N[ It can then annotate each variable with text descriptions,
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DKG Anmotatons fected population 10000081 Downstream ASKEM teams can then visualize this model.
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m— ek ! Users can leverage the associated annotations to understand
the model and evolve it as needed.
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